Data reconciliation and gross error detection: application in chemical processes
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Abstract. Measured data are normally corrupted by different kinds of errors in many chemical processes. In this work, a brief overview in data reconciliation and gross error detection believed as the most efficient technique in reducing the measurement errors and obtaining accurate information about the process is presented. In addition to defining the basic problem and a survey of recent developments in this area that is categorized in “Real Time Optimization” field, we will describe about advanced optimization methods in nonlinear cases. At the end, implementation of data reconciliation is illustrated on a challenging process of Claus as a case study and as a result, a modified and consistent model with regard to measured data is presented by simultaneous estimation of key model parameters. In our case study, automation capability of ASPEN HYSYS is used to provide interface environment to reach global optimum.
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1. INTRODUCTION

Today, with the advent of modern desktop computers, hundreds or thousands of process measurements are simultaneously measured and stored in massive storage media for the continuous monitoring of the process behavior and for performing process studies, such as development of robust process models and the online optimization of the process operation. Hence, Industrial plants may provide very detailed and rich data sets for development of fundamental modeling studies. Yet, measured data are normally corrupted by different kinds of errors. As a consequence, the collected data generally do not satisfy the process constraints, including mass and energy balances as well as other relationships between process variables. For this reason, implementation of data rectification procedures is essential for obtainment of accurate and reliable information about the process behavior. The data rectification procedure comprises different steps, namely, variable classification, data reconciliation (DR) and gross error detection (GED). Variable classification is required in order to determine if the available information is sufficient for solving the proposed reconciliation problem and to identify sets of observable and non-observable process variables. Different solutions have been proposed for the variable classification problem during the last four decades and detailed description of published procedures can be found in Romagnoli and Sanchez [1] or Narasimhan and Jordache [2].

Data reconciliation may be defined as the adjustment of process measurements and parameters in order to satisfy the process constraints, while minimizing some sort of objective function that formulated as deviations between corrected and observed plant values [3]. This procedure is used in different applications, such as process control and optimization, process monitoring, plant safety, plant operational efficiency improvement, fault detection, among others [4]. Consequently, data reconciliation represents an important step for many engineering
activities in industrial processes. It is necessary to mention that the principal difference between
data reconciliation and other filtering techniques is that data reconciliation explicitly makes use
of process model constraints, so that adjusted and estimated measurements satisfy the
constraints.

Unfortunately, if we adjust the measurements to conform to the conservation laws but in the
presence of biases, all of the adjustments are greatly affected by such biases and would not be
reliable indicators of the state of the process. Thus biases, or generally gross errors, must be
both detected and identified, then the measurements be corrected or discarded. Commonly,
statistical tests for the treatment of gross errors are adopted [5].

In chemical engineering, Kuehn and Davidson [6] were the first to publish an analysis of
data reconciliation in the early sixties, presenting the general solution when all flows are
measured. Later other researchers focus on more complex problems. There are various numbers
of techniques and strategies which have been adopted for tackling the problem of data
reconciliation as well as gross error detection (and identification) which are described
in the following sections.

2. DATA RECONCILIATION – DR

Generally, data reconciliation is a constrained optimization problem. The constraints may be
linear in the simplest case but are in general nonlinear. The objective function is some sort of
quadratic form in the adjustments to the measurements that is a general weighted sum of
squares. Data reconciliation procedure is based on measurement redundancy. This concept may
be classified in two types of sensor and topological (spatial) redundancy. The former
arising from multiple sensors of the same quantity at the same time at the same place and the latter
related to model information where a single variable can be estimated in several independent
ways, from separate sets of measurements with regard to plant structure. Data reconciliation
uses information redundancy and conservation laws to correct measurements and convert them
into accurate and reliable information. As a result, the reconciled values exhibit a lower variance
compared to original raw measurements.

The classical general data reconciliation problem deals with a weighted least-squares
minimization of the measurement adjustments subject to the model constraints:

\[ Ax = 0 \quad A \in \mathbb{R}^{n \times m}, \quad x \in \mathbb{R}^m \]  

(1)

Where \( x \) is the state of the process and \( A \) describes the constraints with rank \( (A) = n \)
according to the fact that the constraints are independent. The measurement devices give the
information

\[ y = x + \epsilon \quad \epsilon : N(0, V) \]  

(2)

Where \( \epsilon \) is a vector of random errors characterized by a normal probability density function
(pdf) with a diagonal variance matrix \( V \). Solution procedure to minimize a classical least-
squares objective function (eq.(3)), subject to process constraints (steady state or dynamic
constraints), gives the accurate estimate of \( x \).

Obj. Fun:

\[ \min_x f = \frac{1}{2} \sum \frac{(x_i - y_i)^2}{\sigma_i^2} \]  

(3)
Problems related to DR could be categorized in linear, bilinear and nonlinear systems. If we wish to take into consideration nonlinear relationships such as thermodynamic equilibrium ones, nonlinear data reconciliation (NDR) must be used. In addition if we impose bounds on the estimate of variables or other feasibility constraints, constrained data reconciliation solution techniques must be used.

In chemical engineering, Kuehn and Davidson [6] were the first to publish an analysis of data reconciliation. Since then, many articles on this subject have appeared in the literature. General reviews of data reconciliation have been published by Hlavacek [7], Tamhane and Mah [8], Mah [9], Madron [10], Crowe [5] and Bagajewicz [11]. The minimization of objective function subject to equality or inequality constraints can be achieved by using optimization techniques. Method of Lagrange multiplier [12], using Newton–Raphson iterative method which is based on a quasi-Newton linearization of the nonlinear model [13], method of successive linear data reconciliation [14], Nonlinear Programming method (NLP) such as Sequential Quadratic Programming (SQP) [15&16], Generalized Reduced Gradient (GRG) method [17&18] among many others are solution methods which are reported in literature.

3. OPTIMIZATION ALGORITHMS FOR DATA RECONCILIATION

Data reconciliation problems are inherently difficult to solve with conventional optimization methods especially in nonlinear cases, because of the likely existence of multiple local minima [20]. Heuristic optimization methods, such as Particle Swarm Optimization (PSO) [21], Simulated Annealing (SA) and Genetic Algorithm (GA) can be used to overcome these difficulties. The first study regarding the use of heuristic approaches to solve DR problems was reported by Parsopoulos et al. [22]. These methods also present some additional advantages, such as the global character of the search (which avoid local minima), the unnecessary computation of derivatives and the simplicity of the implementation, although they are usually characterized by the high number of objective function evaluations, which may require more CPU time than conventional methods. However, the computed values of the objective function can be used for rigorous statistical analyses of the confidence regions of parameter estimates, which can also constitute an important benefit of these algorithms [21].

4. GROSS ERROR

Commonly, the technique of classical data reconciliation depends on the assumption that only random errors are present in the data and systematic or gross errors (instrument biases and leaks) either in the measurements or the model equations are not present [2]. Detection of gross errors is of fundamental importance for adequate model building and interpretation of process data, as poor input data generally lead to very poor model responses.

Any comprehensive gross error treatment strategy should preferably possess the capabilities of detecting the presence of one or more gross errors in data, identifying the type and location of the gross error, locating and identifying multiple gross errors which may be present simultaneously in the data and finally (but not necessary) ability to estimate the magnitude of the gross errors. There are two main approaches for treatment of gross errors. In the first approach, prior to data reconciliation operations, gross errors have to be detected and eliminated (or compensated). Another approach is to treat gross errors simultaneously with data reconciliation problem. It could be performed by utilizing robust objective functions which are less sensitive to large errors or adding terms in objective function, and as a result, some sort of penalty is imposed for increasing the number of gross errors. In this approach, the
measurements containing a gross error are not removed prior to solving the data reconciliation problem [23].

The most common test used for detection of gross errors is statistical hypothesis testing, which requires selection of a proper statistics for the test. A gross error is declared when the computed test statistics exceeds a critical value. Many traditional methods, such as the Global Test (GT) [24], the Measurement Test (MT) [25], the Nodal Test (NT) [24], the Generalized Likelihood Ratio Test (GLR) [26], the Maximum Power Test (MP) [27], the Bonferroni Test [28], and Principal Component Test [29], among others, have been developed to handle the problem of detecting single or multiple gross errors in raw measured data. Combinations among these statistical tests have also been proposed [30&31].

In order to deal simultaneously with the DR and multiple gross error detection (MGED) problems, alternative approaches based on cluster analysis [19] and robust estimators [23&32] have been proposed in the literature. The use of robust estimators for data analysis is becoming increasingly popular, including real industrial applications, as some of examples are illustrated in Table 1. These studies have shown the many advantages of using robust statistics to perform DR in the presence of gross errors, such as the low sensitivity to possible model mismatches and atypical measurements.

Table 1. Examples of robust estimators used for DR and GED

<table>
<thead>
<tr>
<th>References</th>
<th>Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson and Kramer [33]</td>
<td>Contaminated normal and Lorentzian</td>
</tr>
<tr>
<td>Zhou et al [34]</td>
<td>Huber</td>
</tr>
<tr>
<td>Arora and Biegler [35]</td>
<td>Fair and Hampel</td>
</tr>
<tr>
<td>Lid and Skogestad [36]</td>
<td>Contaminated Normal</td>
</tr>
<tr>
<td>Wang and Romagnoli [37]</td>
<td>Generalized T (GT)</td>
</tr>
<tr>
<td>Siyi Jin et al [38]</td>
<td>New target function</td>
</tr>
</tbody>
</table>

The benefits derived from data reconciliation and gross error detection in chemical processes are numerous. They include improvement of measurement layout, fewer routine analyses, reduced frequency of sensor calibration (only faulty sensors need to be calibrated), removal of systematic measurement errors, systematic improvement of process data, a clear picture of plant operating conditions, and reduced measurement noise for key variables. Moreover, monitoring through data reconciliation leads to early detection of sensor deviation and equipment performance degradation, actual plant balances for accounting and performance follow-up, safe operation closer to the process limits and improved quality and performance at the process level.

5. INDUSTRIAL APPLICATIONS OF DATA RECONCILIATION AND GROSS ERROR DETECTION

The number of works that report the use of DR and GED techniques in real industrial applications is small. This is particularly true when one considers problems with the simultaneous estimation of model parameters [3]. Some of these were based on actual data in real processes and some on artificial data. Relatively fewer applications have been published on raw plant data. Table 2 presents some of works which have been applied for industrial plants.
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Table 2. Real industrial applications of DR and GED techniques.

<table>
<thead>
<tr>
<th>References</th>
<th>Industrial plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanchez et al. [39]</td>
<td>Ethylene plant</td>
</tr>
<tr>
<td>Dempf and List [40]</td>
<td>Vinyl acetate and ketene plant</td>
</tr>
<tr>
<td>Bagajewicz and Cabrera [41]</td>
<td>Gas pipeline systems</td>
</tr>
<tr>
<td>Al-Arfaj [42]</td>
<td>Methyl-terc-butyl-ether plant</td>
</tr>
<tr>
<td>Hu and Shao [43]</td>
<td>Coking plant</td>
</tr>
<tr>
<td>Shunji. H et al [44]</td>
<td>Nuclear plan</td>
</tr>
</tbody>
</table>

6. CASE STUDY

As a case study, in this section application of data reconciliation using a new approach by applying automation capability of a simulator on Claus process is illustrated.

The Claus process that is a part of sulfur recovery unit (SRU) is a chemical process for converting gaseous hydrogen sulfide (H\textsubscript{2}S) found in sour gases derived from refining petroleum crude oil and other industrial facilities into elemental sulfur. In the straight through process, up to 70% of sulfur conversion occurs in the reaction furnace (RF) and waste heat boiler (WHB) that are referred as thermal stage in Claus process. The cooled gases are sent to catalytic stages for further sulfur recovery [45].

Fig. 1 depicts typical thermal stage in Claus process.

![Figure 1](image)

Figure 1. Thermal stage (RF +WHB) of Claus process [46].

Numerous known and unknown reactions occur in the RF. Both methods of using equilibrium and empirical correlations fail to accurately predict the behavior of RF. It is due to not considering the kinetic limitations and complexity of reactions encountered in the actual RF as well. Kinetic modeling was proved as the best approach to model reaction furnace [47&48]. However, there is not a comprehensive and accurate kinetic model data in open literature. The main reactions in RF are presented in table 3.
Four categories of measurements were taken at 4 different times for entering and leaving streams of RF which are assumed to be free of gross error are considered as measured data. In order to properly predict the behavior of RF, by using data reconciliation technique, the accuracy of measurements were improved and kinetic parameters were estimated simultaneously. As a result, modified model of RF which is consistent to measurement data is presented. To increase the accuracy and reliability of optimum results, ASPEN HYSYS was applied as simulator and its connectivity capability with optimization algorithm was utilized.

For simulating the RF, combustion reactions are defined in Gibbs reactor (reactions 1 to 6), while the kinetic reactor was chosen for other reactions (reactions 7 to 10). The best kinetic models of these reactions taken from literature \[49\&50\] are presented in following.

**Table 3. Main reactions in RF.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Chemical Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>( \text{CH}_4 + 2\text{O}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} )</td>
</tr>
<tr>
<td>2)</td>
<td>( \text{CH}_4 + \text{SO}_2 \rightarrow \text{CO} + 2\text{H}_2\text{O} )</td>
</tr>
<tr>
<td>3)</td>
<td>( \text{C}_2\text{H}_6 + 3.5\text{O}_2 \rightarrow 2\text{CO}_2 + 3\text{H}_2\text{O} )</td>
</tr>
<tr>
<td>4)</td>
<td>( 3\text{H}_2\text{S} + \text{O}_2 \rightarrow 2\text{H}_2\text{S} + \text{SO}_2 + \text{H}_2\text{O} )</td>
</tr>
<tr>
<td>5)</td>
<td>( \text{H}_2\text{S} + 0.5\text{SO}_2 \rightarrow 0.5\text{S}_2 + \text{H}_2\text{O} )</td>
</tr>
<tr>
<td>6)</td>
<td>( \text{H}_2\text{S} + \text{O}_2 \rightarrow \text{H}_2 + \text{SO}_2 )</td>
</tr>
<tr>
<td>7)</td>
<td>( \text{H}_2\text{S} + \text{SO}_2 \leftrightarrow 1.5\text{S}_2 + \text{H}_2\text{O} )</td>
</tr>
<tr>
<td>8)</td>
<td>( \text{H}_2\text{S} \leftrightarrow 0.5\text{S}_2 + \text{H}_2 )</td>
</tr>
<tr>
<td>9)</td>
<td>( 2\text{CO} + \text{S}_2 \leftrightarrow 2\text{COS} )</td>
</tr>
<tr>
<td>10)</td>
<td>( \text{CH}_4 + 2\text{S}_2 \rightarrow \text{CS}_2 + 2\text{H}_2\text{S} )</td>
</tr>
</tbody>
</table>

Between above kinetic parameters, some are less precise than others and were candidate for being re-optimized through data reconciliation procedure.

Optimum values for kinetic parameters as well as reconciled data were obtained for RF (Fig.2) are presented in table 4. It should be mentioned that averaged data during 4 different times were reported in table 4. SQP algorithm was applied to achieve optimal solution.
Figure 2. RF schematic view.

Table 4. Reconciliation solution for RF.

<table>
<thead>
<tr>
<th>Var</th>
<th>Name</th>
<th>Before reconciliation</th>
<th>After reconciliation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Date 1</td>
<td>Date 2</td>
</tr>
<tr>
<td>Stream 1</td>
<td>0.00200</td>
<td>0.00194</td>
<td>0.00193</td>
</tr>
<tr>
<td>Stream 2</td>
<td>0.00347</td>
<td>0.00371</td>
<td>0.00374</td>
</tr>
<tr>
<td>Stream 3</td>
<td>0.00022</td>
<td>0.00021</td>
<td>0.00022</td>
</tr>
<tr>
<td>Stream 4</td>
<td>0.00573</td>
<td>0.00573</td>
<td>0.00583</td>
</tr>
<tr>
<td>Stream 1</td>
<td>50.19</td>
<td>50.08</td>
<td>51.45</td>
</tr>
<tr>
<td>Stream 2</td>
<td>57.59</td>
<td>59.81</td>
<td>60.46</td>
</tr>
<tr>
<td>Stream 4</td>
<td>1214.19</td>
<td>1238.26</td>
<td>1144.01</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS

Application of data reconciliation and gross error detection in chemical engineering and some recent developments were reviewed. It was discussed that the more complex problems arising from nonlinear cases need the more robust algorithms such as using heuristic optimization methods and new strategies for detection of gross errors. Afterward, some industrial case studies reported in literature were presented and it was demonstrated that number of works that report the use of DR and GED techniques in real industrial applications is small particularly in cases of simultaneous estimation of model parameters. Finally application of data reconciliation on a reaction furnace (RF) of Claus process has investigated. Having utilized the automation capability of ASPEN HYSYS as a simulator, key kinetic parameters of RF have been estimated so that a consistent and up to dated model was presented considering reconciled measured data.
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